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Abstract                                                                           

 

Geospatial queries play an important role in modern day life both for common man as 

well as industries. Due to advancement in location based industries this need has 

grown even more. Geospatial query can be of various types. In this thesis geospatial 

query to find the nearest location is presented.  

Geohashing will be used to come out with the solution. Geohashing is a technique 

which converts the longitude, latitude pair into a single value. Usage of the 

geohashing will make it very efficient to find the location.  There comes various 

situation when one want to know the any nearest location around him in which he/she 

is interested due to any reason.  

Geospatial query uses Geospatial data. But the size of this data is too big. So it is 

inefficient to process this much big data using sequential methods. Therefore some 

parallel processing technique is required to make it more efficient in various manners.  

MapReduce is a framework that is used for parallel implementation. MapReduce 

splits the input into the independent chunks and execute them in parallel over 

different mappers. When using MapReduce, developer need not to worry about other 

factors like fault tolerance, load balancing etc. all these factors are handled by 

MapReduce. He can only concentrate more on his programming. Without MapReduce 

it would not be efficient to process so much big spatial data. Spatial data may contain 

the knowledge about lot of locations.  So it is very important to efficiently process it. 

MapReduce has been used in various fields before but never has been used in finding 

the nearest location. Geohashing and MapReduce when fused together would give 

very good results.  
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     Chapter 1 

Introduction 

 

1.1 Big Data 

Big data[1] is a collection of large data sets. Due to their giant size it is not efficient to 

process those using traditional methods. Various problems that have to be faced in 

processing big data are capturing the data, storage, search, sharing, transferring, 

analysis etc. The trend to giant data sets is because of extra information derived from 

analysis of a single large set of correlated data, as compared to separate smaller sets 

with the equivalent total amount of data. This big data helps in finding the relations 

between various fields which may help in various ways, like decision making, 

understanding the business trends, long term planning, fighting crime, and getting 

real-time roadway traffic conditions[2]. But due to their correlated behavior it 

becomes difficult to query them[3]. Professionals are trying to make results from this 

huge amount of data.  

This explosion of data is seen every sector in the computing industry. The Internet 

companies such as Google, Yahoo, Facebook etc have to deal with large amounts of 

data generated by the user and this data is in the form of blog posts, photographs, 

status messages, and audio/video files. Also there is huge quantity of data which is 

indirectly generated by web sites in the form of access log files, click through events 

etc. Analysis of this data can induce useful patterns about the behavior of user. Most 

of this data is generated frequently, and the data sets are stored temporarily for a fixed 

period and once they are used, they are discarded after that. According to Google, the 

online data on web today is 281 Exabyte, which was 5 Exabyte in 2002[4]. There has 

been a tremendous increase in user generated data since 2005. 

1.1.1 Uses of big data  

 People are sharing more and more data online like sharing their personal lives, 

their opinions on peoples and products. 

 Companies are trying very hard to use this data in order to generate user 

preferences, to generate better options for users and to just get to know their users 

more and more. 
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 Big data is beneficial in various situations like if one wants to have minute to 

minute or second to second information of anything, then big data will be 

accumulated having all the records. 

 Big data helps in keeping the information about real time traffic conditions, it may 

help in better understanding them and avoid any jams. 

 If minute to minute data about the weather is kept, then it can help in avoiding the 

situations like floods or any other calamities. 

 In capital market , big data is used to study trend of the market[5].   

 

1.2 Geospatial query 

Any query related to geospatial data is known as geospatial query. Geospatial data is 

the data that is related to locations or defines a particular location. It contains the 

information within it about the geography of locations. Geospatial can be said as data 

related to land management. Due to recent advancements in services where location is 

required, the amount of geospatial data has grown very fast. And therefore there is a 

demand for the geospatial queries which can efficiently process this large amount.  

Geospatial data is being accessed by already many geospatial frameworks. So 

geospatial querying involves processing all the geospatial data and find something 

useful out of it that the user needs. So soon when this data will increase to an even 

larger size then we would require more efficient and fine methods to process 

geospatial data to produce something beneficial out of it which would solve a lot of 

purposes and answer our questions which would help in many matters of day to day 

life. A variety of geospatial queries can be efficiently modeled using MapReduce[6]. 

Geospatial data play a very important role in modern day life as it helps in lot of 

matters of any person like long term planning,  

 In disaster management, in emergency situation. For example if there is a 

earthquake somewhere, then geospatial information is useful in knowing what is 

nearest location where are victims can be evacuated and in emergency situations 

like to find nearest hospital and all .  

 Due to the importance of this geospatial data, importance of geospatial queries 

also increases. Geospatial data may be present in various forms and are too 
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diverse in nature. They may be present as digital images, in tables, vector data or 

in any other form. Today even some non profitable organizations and volunteered 

people are updating Geospatial information System (GIS)[7] or geospatial datasets 

with authoritative information.  

 This has really contributed a lot in collecting the data about various geospatial 

sites. Advancement in sensor technology and software and hardware technology 

has made the accumulation of this data in large amounts. 

1.2.1 Types of geospatial queries 

The geospatial queries can be broadly categorize into two major categories.  

 First type is bounded box queries where queries is specified for some range rk  to 

locate point of interest Pk .The complexity of finding Pk exponentially increases 

with rk. Pk~0(rn
2). These types of queries are comparatively easier to solve as 

bounding boundaries can be determined from rk. The amount of data involved 

with the queries vary with the rk and typically they are applied on small ranges 

like 10 km. 

 The other category of queries are unbounded where Pk is known but rk is not 

known at the time of query like (nearest airport, whereby can find snow in the 

month of july). Since rk is not known the complexity of finding result of such 

query will be proportional to data aggregated. This type of problem is tougher to 

solver involving large set of data involved in it. Geospatial queries can be used in 

a number of ways, like nearest neighbor queries and reverse nearest neighbor 

queries.  

 

1.3 Point of interest 

A point of interest, or POI, is a specific point location that someone may find useful 

or interesting. As an example it can be any point on Earth representing something like 

a hotel, garden, school etc or it can be even a point on Mars which is representing the 

location of the mountain or any other thing there. Many of the consumers use the term 

when referring to hotels, campsites, fuel stations or any other categories used in 

modern (automotive) navigation systems. Like when one want to know about any 

location where he want to go or want to have knowledge about then that location is 

known as point of interest. Geospatial queries are used to find point of interests in 

https://en.wikipedia.org/wiki/Mars
https://en.wikipedia.org/wiki/Mountain
https://en.wikipedia.org/wiki/Automotive_navigation_system
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various ways. One may put a query to find any point of interest that one is interested 

in. Point of interest is used by many industries for their benefits in a number of ways. 

A telecom industry may require knowing its point of interests for gaining information 

that which locations are most important to have their telecom towers. This point of 

interest can be based on the various parameters like population, area, height etc. In 

image processing point of interests are the locations which are of importance like 

those points which are required for the reconstruction of any image. In GPS the point 

of interests are the locations that one want to find on the Map which is of our interest 

due to any reason either one want to know about it or visit, it can be a forest, a city, 

monument, temple or anything else. 

 

1.4 Geohashing  

Geohashing is a way of encoding the latitude and longitude and grouping of the 

nearby points on the globe with different resolutions. There is a set of coordinates for 

each 1°×1° latitude longitude zone which is known as graticule in the world. The 

coordinates of longitude and latitude can lie anywhere in the graticule. It can be in the 

forest, in a lake, on a city, or anywhere else.  

The geohash code is obtained in the following way: 

First of all the world is divided into two halves. The first half is given value “0” and 

another half is given the value “1”. The division is done with a vertical line. Let the 

location to be searched is in the half “0” of the earth. 

 

 

Figure 1.1: Subdividing the earth surface up to one bit [8] 

http://en.wikipedia.org/wiki/Geohash
http://wiki.xkcd.com/geohashing/Graticule
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But in this situation one can be helpless as none of his purpose would be solved due to 

such low precision. It is the case of lowest precision and as well as the geohash code 

generated is also of lowest precision and resolution.   

Now this resolution needs to be improved. So to provide this precision the “0” half of 

the earth is further divide into two halves. This time the division is done by a 

horizontal line.  

Now again assign “0” to one half and “1” to another half. It is seen that dot is located 

in the “0” half. So this time the geohash code is more précised and has more 

resolution that is “00”. One “0” comes from first and second “0” came from second 

division.  

 

 

Figure 1.2: Subdividing the earth surface up to two bits [8] 

 

Now in order to improve this precision further, “00” portion of earth is again divided 

into two halves named “0” and “1”. And this time even more precision is got ,that is 

“001” as seen in the figure 1.3 

In this way each sub-division keeps on dividing vertically and horizontally, means 

alternately dividing longitude and latitude. This converts the longitude and latitude 

information to a single value. 
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Figure 1.3: Subdividing the earth surface up to three bits [8] 

 

After keep sub dividing in this way very high precision value is get, like up to street 

level or even beyond that. At that level Geohash will look a bit longer and can be 

shown as this. 

0011110001011001011010100011110110110101 

 

This binary is represented as alphanumeric characters (32 bit encoded). Each 5 bits 

are converted to one character. 

 

00111  10001  01100  10110  10100  01111  01101  10101 

 

So by converting latitude and longitude information in a bitwise fashion, a single 

value is generated that provides a very high resolution geographic point, and is very  

well suited for storage or transmission in the form of a character string. 

Geohash code has a feature that as the number of bits decreases, the precision of 

finding the place also degrades. It is obvious that higher the number of bits, high will 

be the precision[8]. 

 

1.5 MapReduce 

MapReduce[9] is a parallel programming technique which is used for processing very 

large amounts of data. Processing of this much large amount of data can be done 

efficiently only if it is done in a parallel way. Each machine handles a small part of 
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the data. MapReduce is a programming model that allows the user to concentrate 

more on code writing[10]. He needs not be worried about the concepts of parallel 

programming like how he will distribute the data to different machines or what will 

happen on failure of any machine etc. This all is inbuilt in MapReduce framework. 

In MapReduce, the input work is divided into various independent chunks[11]. These 

chunks are processed by the mappers in the totally parallel way.  The mappers process 

the chunks and produce the output, then this output is sorted and fed as input to the 

reducers. The framework itself will handle scheduling of tasks, monitoring of tasks 

and re-executing the tasks which have been failed[12]. Mapreduce allows a very high 

aggregate bandwidth across the cluster because typically the nodes that store and the 

nodes that compute are the same. Means the MapReduce framework and distributed 

file system runs on the same set nodes due which it provides high aggregate 

bandwidth.  

The input to this framework is provided in the form of key/value pairs and it produces 

the output also in the form of key/value pairs. All the coding is done in the form of 

two functions that is Map and Reduce. So the developers must have knowledge that 

how he will represent his coding in the form of Map and Reduce functions[13]. The 

output of the Map function is sorted and fed to the Reduce function. MapReduce is 

very suitable when there is a large amount of data involved. For small amount of data 

it might not be that useful. MapReduce can be run on the commodity hardware with 

reliability and in a fault tolerant way. Therefore it can be said that MapReduce is a 

software framework which allows to write the programs with a ease which involves 

large amount of data and the developer need not to worry about anything else when 

his data is being processed parallelly.  

Before MapReduce large scale data processing was difficult because before that one 

had to look after the following factors himself but now they all are handled by the 

framework.  

 Managing thousands or hundreds of processors 

 I/O Scheduling 

 Status and monitoring 

 Managing parallelization and distribution 

 Fault/crash tolerance 
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MapReduce provides all of these easily because these all are inbuilt in Map Reduce 

framework[14]. Before MapReduce one needed to have a complete knowledge about 

all these factors, had to do separate coding for them like how to distribute the data if 

any node fails, keeping a check on processors etc. But now with MapReduce all that 

is inbuilt, user only can concentrate on his own implementation. 

1.5.1 Types of nodes in map reduce 

 JobTracker node manages the MapReduce jobs. There is only one of these per 

cluster. It receives jobs submitted by the clients. It schedules the map tasks and 

reduce tasks on the appropriate TaskTrackers in a rack aware manner and moitors 

for any failing task that need to be rescheduled on a different TaskTracker. 

 TaskTracker nodes are to achieve parallelism for map and reduce tasks, there are 

many TaskTrackers per cluster. They perform map and reduce operations.  

 

Figure 1.4: Various nodes in MapReduce[15] 

 

There are also NameNode and DataNodes and they are a part of hadoop file syatem. 

There is only one NameNode per cluster. It manages the the filesystem namespace 

and metadata. Expensive hardware commodity is used for this node. There are many 
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DataNodes per cluster, these manages blocks with data and manages them to the 

clients. They periodically reports to the NameNode the list of blocks it stores. 

Inexpensive commodity hardware is used for this node. 

1.5.2 MapReduce Execution Overview 

Figure 1.5: Execution flow in MapReduce [15] 

 

The process of running a mapreduce job consist of 8 major steps.  

 The first step is the mapreduce that has been written tells the job client to run a 

mapreduce job.  

 This sends a message to the Jobtracker which produces a unique ID for the job. 

 JobClient copies job resources, such as jar file containing the java code that has 

been written to implement map and reduce tasks, to the shared file system, usually 

HDFS. 

 As soon as the resources are in HDFS, the JobClient tells the JobTracker to start 

the job. 

 The JobTracker does its own initialization for the job. It calculates how to split the 

data so that it can send each split to a different mapper process to maximize 

throughput. It retrieves these input splits from the distributed file system.  

 The TaskTrackers are continuously sending heartbeat messages to the JobTracker. 

Now that the Jobtracker has work for them, it will return the map task or reduce 

task as response to the heart beat. 

 The TaskTracker need to obtain the code to execute, so they get it from the shared 

file system. 
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1.5.3 Inputs and Outputs to MapReduce 

The MapReduce framework works only on <key, value> pairs. That is, the framework 

accepts the input to the MapReduce work as a set of <key, value> pairs and produces 

the output also in a set of <key, value> pairs, though they might be of different type. 

The inputs and outputs to the MapReduce framework can be shown as: 

map (k1,v1)   list(k2,v2) 

reduce (k2,list(v2))            list(v2) 

First line represents the map function which shows that map function took the value in 

the form of key value pairs which is represented <k1,v1>. Map function after 

processing those key value pairs, produces a new set of key value pairs. This time 

these key value pairs can be of different type, therefore they are represented by 

<k2.v2>. 

This set of key/value pair that is <k2,v2> is fed to the reducer. Now the work of the 

reducer is to reduce the input data. Reducer can do that according to various factors. 

Like it can combine all the values which had the same key. And then it keys the list of 

values that is list(v2).   

 

1.6 Hadoop 

1.6.1 Hadoop Overview 

Hadoop[16] is the Apache Software Foundation open source and Java-based 

implementation of the Map/Reduce framework. Hadoop was created by Doug 

Cutting. Hadoop originated from Apache Nutch3 which is an open source web search 

engine was a part of the Lucene project. Nutch was an ambitious project started in 

2002, and it soon ran into problems with the creators realizing that the architecture 

they had developed would not scale to the billions of web-pages on the Internet. But 

in 2003, a paper was published that described Google’s distributed file system - the 

Google File System (GFS)[17]. Hadoop was born in February 2006, when they 

decided to move NDFS and Nutch under a separate subproject under Lucene. In 

January 2008, Hadoop made its own top level project under Apache and HDFS or 

Hadoop Distributed File System was name kept instead of NDFS.  Hadoop provides 

various tools which help in processing of vast amounts of data using the Map/Reduce 
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framework and, additionally, implements the Hadoop Distributed File System 

(HDFS). 

1.6.2 Hadoop Distributed File System or HDFS 

HDFS is a filesystem which is designed for storing very giant files with streaming 

data access patterns. HDFS runs on clusters on commodity hardware. HDFS was 

designed keeping in mind the ideas behind Map/Reduce and Hadoop. This implies 

that it is capable of handling datasets of much bigger size than conventional file 

systems (even petabytes). These datasets are divided into blocks and stored across a 

cluster of machines which run the Map/Reduce or Hadoop jobs. This helps the 

Hadoop framework to partition the work in such a way that data access is local as 

much as possible. 

A very important feature of the HDFS is its “streaming access”. Once the data is 

generated and loaded on to the HDFS, it assumes that each analysis will have a large 

proportion of the dataset. So the time taken to read the whole of dataset is more 

important than the latency occurred in reading the first record. This has its advantages 

and disadvantages. On one hand, it can read bigger chunks of contiguous data 

locations very fast, but on the other hand, random seek turns out to be a so slow that it 

is highly advisable to avoid it. Hence, applications for which low-latency access to 

data is critical will not perform well with HDFS.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.6: Architecture of HDFS [16] 
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1.6.3 Hadoop Cluster 

A Hadoop cluster consists of the following main components, all of which are 

implemented as JVM daemons. 

 JobTracker 

Master node controlling the distribution of a Hadoop (MapReduce) Job across free 

nodes on the cluster. It is responsible for scheduling the jobs on the various 

TaskTracker nodes. In case of a node-failure, the JobTracker starts the work 

scheduled on the failed node on another free node. The simplicity of Map/Reduce  

ensures that such restarts are easily achievable. 

 NameNode 

Node controlling the HDFS. It is responsible for serving any component that 

needs access to files on the HDFS. And it is the NameNode only that is  

responsible for ensuring that HDFS is fault tolerant. In order to achieve the fault 

tolerance, the replication of files is made over 3 different nodes in which two 

nodes are from same rack and one node from different rack.  

 TaskTracker 

Node actually running the Hadoop Job. It requests work from the JobTracker and 

reports back on updates to the work allocated to it. The TaskTracker daemon does 

not run the job on its own, but forks a separate daemon for each task instance. 

This ensure that if the user code is malicious it does not bring down the 

TaskTracker 

 DataNode 

This node is part of the HDFS and holds the files that are put on the HDFS. 

Usually these nodes also work as TaskTrackers. The JobTracker tries to allocate 

work to nodes such files accesses are local, as much as possible[18]. 

1.6.4 Data Replication 

HDFS is designed to store very giant files across machines in large clusters. Files are 

stored in a sequence of blocks. These blocks of a file are replicated to provide fault 

tolerance. The block size and number of replications can be configured per file. Based 

on the application it can be decided that how many replications would be there of a 
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file. The factor of replication can be specified at the time of file creation time and can 

be changed later[19].  

All decisions regarding replication of blocks is made by the NameNode. It keeps on 

receiving the heartbeat and blockreport messages periodically from every Datanode in 

the cluster. As long as it receives the heartbeat messages, it means that DataNode is 

up and working properly. While the blockreport tells about all the blocks present on 

the Datanode. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.7: Replications in HDFS[16] 
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             Chapter 2 

Literature Review 

 

2.1 Geo spatial query in event detection  

The rise of Social Media platforms in recent years brought up huge information 

streams which require new approaches to analyze the respective data. At the time of 

writing, on social networking sites, more than 500 million posts are issued every day. 

A large part of these information streams comes from many private users who 

describe everything on the social media like how they are feeling or what is 

happening around them or what they are doing currently. It is understood that how to 

leverage the potential of these real-time information streams. 

Many people share the information like what they are interested in. Some are 

interested in house fires, on-going baseball games, some are interested in bomb 

threats, parties, Broadway premiers, gatherings, traffic jams, conferences and 

demonstrations in the area one monitor. Furthermore, independent from the event 

type, some people like to pinpoint it on a map, so that others could know about it and 

the information becomes more actionable. So, if there is an earthquake in the area one 

monitor, one want to know where it caused what kind of casualties or damages[20]. 

One believes that such a system can be useful in very different scenarios. In 

particular, one see the following customer groups and use cases: 

 Police forces, governmental organizations and fire departments can increase their 

situational awareness picture about the area they are responsible for. 

 Journalists and news agencies to instantly be informed about breaking events. 

Private customers that have an interest in what is going on in their area. 

  Here, the particular nature of Twitter[21] and its adoption by a younger, “trendy” 

crowd suggests applications along the lines of, e.g., a real-time New York City 

party finder, to name just one possibility. 

  So based on all those streams event detection will take place. 
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2.2 Optimization of MapReduce Jobs to Improve the Large-Scale 

Data Analysis Process 

Data-intensive applications works on large amount of data using any parallel 

processing paradigm. MapReduce is a programming model made for data-intensive 

applications which contain massive data sets as well as execution framework for 

processing of large-scale data on clusters. While there are many strong points about 

MapReduce like its easy programming structure, high scalability, fault tolerance, but 

its configuration parameters need to be finely and efficiently tuned for the specific 

deployment. MapReduce performance is also directly dependent on the various 

configuration parameters of Hadoop in various conditions. So in order to achieve 

maximum performance all these configuration parameters should be tuned very 

carefully[22]. 

Therefore tuning requires mainly 3 steps 

 Data redistribution technique should be extended so as to find the nodes with high 

performance.  

 Number of map/reduce slots should be utilized so as to make the execution time 

more efficient.  

 Making a new routing schedule shuffle phase so as to define the scheduler task 

while memory management level has reduced. 

Example: The extended methods added to MapReduce have become widespread in 

recent years. A main objective of such a system is to improve the performance of 

complex data analytical tasks and confirm the potential of their approach[23] which is 

one of the key technologies for the extension and improvement of the MapReduce 

runtime framework to efficiently process complex data analysis tasks on large 

clusters. Suppose a data analysis task requires the joining of multiple data sets to 

compute certain aggregates. Various technologies that are being used are 

 Filtering–join–aggregation 

Suppose that the approach requires a filtering–join–aggregation task in two 

successive MapReduce jobs. Filtering logic is applied by the first job to all the 

data sets in parallel, joins the qualified tuples, and sends the join results to the 
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reducers for partial aggregation to improve the performance of complex analysis 

queries.  

 Map-reduce-merge 

Map–reduce–merge included a merge phase on top of MapReduce for increasing 

the efficiency of the merged data, which has already been partitioned and has been 

sorted (or hashed) by the map and reduce modules.  

 MapReduce-indexing 

MapReduce-indexing strategies provided a detailed analysis of four MapReduce 

indexing strategies of varying complexity and were examined for the deployment 

of large-scale indexing.  

 Pipelined-MapReduce 

The pipelined-MapReduce allows data transfer by using a pipeline between the 

operations and it expands the batched MapReduce programming model, and 

reduces the completion time of tasks and improves the utilization rate.  

One of the most important requirements for effective performance tuning is to 

discover those important parameters that are related to tuning a job for all features. 

Therefore, the following question naturally arises: there are good approaches for 

optimizing all the problems of MapReduce. All of these studies demonstrate the 

usefulness of the performance-tuning job of MapReduce. These are the main 

parameters which need to be tuned in any MapReduce job so as to improve the 

efficiency, so these parameters need to look after first of all.  

 

2.3 Scalable data compression with MapReduce 

The Semantic Web[24] consists of billions of statements. These statements are 

released due to usage of RDF (Resource Description Framework) [25] data model. In 

order to handle so much big amount of data, a compression technique is required to be 

applied by the RDF. But that size of data is so big that even applying the compression 

to such data is difficult. Therefore in order to do efficient compression and 

decompression of such big data MapReduce algorithms are used. It makes the use of 

dictionary encoding technique. Dictionary encoding technique maintains the structure 

of the data. The SemanticWeb is an extension of the current WorldWideWeb, where 
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the semantics of information can be interpreted by machines. Information is 

represented as a set of resource description framework (RDF) statements, where each 

statement is made of three different terms: a subject, a predicate, and an object. An 

example statement is <http://www.vu.nl> <rdf:type> <dbpedia:University>. This 

example states that the concept identified by the uniform resource identifier (URI). 

Flow diagram for compression and decompression of RDF. 

 

(a) Compression algorithm                       (b) Decompression algorithm     

Figure 2.1: Compression and decompression of RDF[26] 

 

2.4 Finding nearest locations using zip code 

Nowadays almost every Restaurant and other businesses have a functionality of "Find 

Locations" on their websites which gives nearest locations for a given address or Zip. 

Now the methods which is used behind this query is that it matches the zip code of all 

places one by one and the code of which places fall under same zip code , it give them 

as their closest locations. This is done by matching the zip code with others in the 

Database. So those places whose zip will match with the zip of the hotel or restaurant 

will be displayed. It is obvious that places which will fall under same zip would 

belong to the same region and would be near to each other.  

 

http://www.fedex.com/Dropoff/start
http://www.fedex.com/Dropoff/start
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Example Like one has to find the restaurants near sector-23 of Chandigarh and zip 

code of this sector is 160023. Now what this query will do is that it will match the zip 

code of all the restaurants in the database to that of sector-23 that is 160023, and the 

restaurants which will have same zip code to 160023 will be given as the nearest 

restaurants.  These figures show the current location of a person in encircled dot and 

all the other location of various places as simple dots.  

              Figure 2.2: Locations across a certain region in zip code method 

 

Figure 2.2 shows encircled dots (our current location) surrounded by various other 

dots(different places) which can be compared to a real life scenario. These circles 

depict various restaurants, theatres, libraries, temples etc. Now we want to find the 

places near to our locations, so what this method will do that it will show all the 

places that match the zip code of the current location. 

Figure 2.3: Nearest locations found through zip code method 
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So figure 2.3 shows the places which had the same zip code as our current location 

and are depicted as red in it. 

 

2.5 Finding the nearest locations using polygons 

In some of the geospatial frameworks, a zip code is represented by a "polygon". A 

polygon is an area defined on the map and it has clear boundaries. One can also define 

new polygons based on the original polygons in these frameworks. So a new polygon 

can be created dynamically that will be the zip code or it can be extended by any 

much at any point. So now the shape created after defining the polygon will be taken 

into account. It is easy with an address because just a polygon has to be created, 

which is a circle around one point. Then queries can be done which will be based on 

all the new points that have been defined inside the new polygon. 

This is the method which is adopted by most of the sites. They just display all the 

points or locations that fall within the specified boundary. And they themselves define 

this polygon which can be of 5 km or 10 km.  They do not actually calculate the 

distance, but just giving the locations of places that fall within that polygon. So we 

can define any polygon of our choice n see our desired location in that much area. 

Example: Like one has to find all the nearby temples to Thapar University in Patiala. 

Now it is known that in this method a zip code is defined as a "polygon" and the 

polygon defines an area on the map having clear boundaries. So these methods will 

first induce the boundary of the zip code of the given location and then will give all 

the places falling within that boundary. 

                           Figure 2.4: Locations across a region in polygon method 
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Figure 2.4 shows encircled dots (our current location) surrounded by various other 

dots (different places) which can be compared to a real life scenario. These circles 

depict various restaurants, theatres, libraries, temples etc.  

Now one has to find the location of various nearby places. So all places falling within 

that polygon will be shown as output. 

 

    

Figure 2.5 : Nearest locations found by polygon method 

 

Figure 2.5 shows default polygon depicting the zip code of an area. All the places 

within this polygon are shown as red dots and our required places.  

In this method one can also dynamically define his own polygon, like suppose that the 

radius of the default polygon was 10 km. Now he can define the polygon which will 

have radius of 5km. 

 

                                   Figure 2.6: Locations inside a small polygon 
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Figure 2.6 shows the dynamically defined polygon with a radius of 5km and red dots 

within it define all the places that fell within this region. 

 

2.6 Finding nearest location using voronoi diagrams 

 A Voronoi diagram divides space into a number of regions. To make the voronoi 

diagram ,first the numbers of points are specified, which are called sites or seeds. And 

then based on those seeds a region is made around every site. Those regions depict 

that all the points in that region will be the nearest to that particular site than any other 

site.  The regions defined are called Voronoi cells. Therefore there will be a clear 

picture of the subdivided region such that every region has its own closest seed or site.  

The Voronoi diagram having a set of n point sites in the plane can be computed in 

O(nlogn) time[27]. 

 

 

Figure 2.7: Voronoi diagram 

 

Voronoi diagram construct various regions based on the input points. Let those points 

depict any place like hotels in a city. Now voronoi diagram will convert that into 

small regions such that for every region it has its own nearest hotel. Or it can be said 

that every hotel will be assigned its own region, in that region all the points will have 

this hotel as their nearest hotel. 
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 How to find nearest neighbor 

Here is a pictorial view of all the points which are depicting any point of interest, let it 

be hotels. Now we are given our current location and we need to know the nearest 

hotel. Now we will check that our location is falling under which region. 

Hotel in that region will be the nearest hotel. 

 

Figure 2.8: Nearest location through voronoi method 

 

2.7 Finding nearest neighbor through k-d trees 

The k-d tree is a binary tree in which every vertex is a k-dimensional point. Every 

non-leaf vertex can be taken as spitted hyper-plane that makes two partitions of space 

that known as half-spaces. The points in left side of this hyper-plane are depicted as 

the left subtree of that vertex and points in right side of the hyper-plane are depicted 

by the right subtree[28]. The direction of hyper-plane is selected in the following way:  

 Every vertex in the tree is related with one of the k-dimensions, axis of dimension 

is perpendicular with the hyper-plane.  

 For example, if for a specific division the “x” axis is selected, all points in the 

subtree with a smaller “x” value than the vertex will appear in the left side subtree 

and all larger “x” value points will be in the right side subtree.  

 In that type of case, the hyper-plane can be the set by the x-value of the point, and 

normal of it can be the unit x-axis.  

 

https://en.wikipedia.org/wiki/Binary_tree
https://en.wikipedia.org/wiki/Hyperplane
https://en.wikipedia.org/wiki/Half-space_(geometry)
https://en.wikipedia.org/wiki/Surface_normal
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2.7.1 Construction of k-d trees 

To add the first vertex into the k-d tree, in array 0 the median element is chosen and 

stored it in the tree vertex. An array 0 is divided into two sub-arrays using median 

element. Above the median element stores in one sub-array and the other sub-array 

lies below median element. The x-coordinate of median element defines an x-aligned 

is dividing a plane that may be used to divide each of the other k-1 arrays into two 

sub-arrays.  

The following steps divide an array into two sub-arrays: 

 Arrange each element of the array in first to last form. 

 Test against the dividing plane, the array element refers to the x-coordinate of the 

point. 

 Now assign that element to one of two sub-arrays, it all depends on the point 

which side of the dividing plane it reside. 

 Ignore that array element which refers the same point that the median element of 

array 0 refers, because this point represents the dividing plane. 

This step divides the arrays into two sets of sub-arrays while retaining the original 

sorted order within each sub-array. The procedure does in recursive manner to add 

vertices into the two sub-trees at the next level of the tree using these sub-arrays.  

These procedures will simplify design of k-d trees: 

 Arrays should be divide into sub-arrays that defines “greater than or equal to” and 

“less than” partitioning. After selecting the median element of array 0 this 

conversion needs that the element of array 0 that lies immediately below the 

median element be examined to ensure that this adjacent element refers a x-

coordinate of point whose is less than and not equal to the x-coordinate of the 

dividing plane.  

 If this adjacent element refers a point whose x-coordinate is equal to the x-

coordinate of the dividing plane, continue finding from the starting of array 0 until 

the first instance of an array element is got that refers a point whose x-coordinate 

is less than and not equal to the x-coordinate of the dividing plane. When this 

array element is got, the element that lies immediately above this element is the 

https://en.wikipedia.org/wiki/Recursion_(computer_science)
https://en.wikipedia.org/wiki/Tree_(data_structure)
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correct choice for the median element. Apply this method of selecting the median 

element at each stage of recursion. 

 This procedure for producing sub-arrays assures that the two sub-arrays contain 

one less array element than the array from which these sub-arrays were generated. 

This classification permits reuse of the k arrays at each stage of recursion as 

follows:  

1. Copy array 0 into a temporary array 

2. Create the sub-arrays that are produced from array 1 in array 0 

3. Create the sub-arrays that are produced from array 2 in array 1 

4. Continue this pattern, and create the sub-arrays that are produced from 

array k-1 in array k-2 

5. Finally copy the temporary array into array k-1. This method permutes the 

sub-arrays so that at successive stages of the k-d tree, the median element is 

selected from x, y, z w, sorted arrays. 

Let the points on our x-y axis be  

point_list = [(2, 3), (5, 4), (4,7), (9,6), (8, 1), (7, 2)] 

Now form a k-d tree of it using the above guidelines. So now the procedure can be 

shown as. 

Figure 2.9: Procedure to make k-d tree  
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And the tree which will be formed after following this procedure is shown as: 

 

Figure 2.10: k-d tree 

 

2.7.2 Applying nearest neighbor search on k-d tree 

Now that we have formed our k-d tree, we can now easily find our nearest point of 

interest using this tree. This searching has become much efficient now and has the 

time complexity of log(n). The goal of nearest neighbor search (NN) algorithm is to 

search the point in the tree that is close to a user input point. This search can be 

performed well by using the tree properties to fast remove large portions of the search 

space. 

Search for a closest (nearest) neighbor in a k-d tree is done in following ways: 

1. Starting with the root vertex, the algorithm perform on the tree recursively, in 

the same fashion that it would if the search point were being added (i.e. it 

goes left or right depending on whether the point is less than or greater than 

the current vertex in the split dimension). 

2. Once the algorithm reaches a leaf vertex, vertex point saves as the “current 

best” 

3. The algorithm unwinds the recursion of the tree, performing the following 

steps at each vertex: 

1. If the current vertex is closer than the current best, then it set as the 

current best. 

2. The algorithm checks whether there could be any points on the other 

side of the dividing plane that are closer to the search point than the 

https://en.wikipedia.org/wiki/Nearest_neighbour_search
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current best. This is performed by intersecting the dividing hyper-

plane with a hyper-sphere around the search point that has a radius 

equal to the current nearest distance. Since the hyper-planes are all 

axis-aligned this is implemented as a simple comparison to see 

whether the difference between the dividing coordinate of the search 

point and current vertex is less than the distance (overall coordinates) 

from the search point to the current best. 

1. If the hyper-sphere crosses over the plane, there could be 

nearer points on the other side of the plane, so the algorithm 

would step down the other branch of the tree from the current 

vertex looking for closer points, following the same recursive 

steps as the entire search. 

2. If the hyper-sphere doesn't intersect the diving plane, then the 

algorithm continues step up the tree, and the whole branch on 

the other side of that vertex is eliminated. 

4. When the algorithm finishes this process for the root vertex, then the search is 

complete. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://en.wikipedia.org/wiki/Hyperplane
https://en.wikipedia.org/wiki/Hyperplane
https://en.wikipedia.org/wiki/Hypersphere
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Chapter 3 

Problem Statement 

 

3.1 Proposed objective  

This algorithm will find the nearest location (point of interest) around any current 

location. Those locations are point of interest. The location can be of any category 

like school, library, hotel, temple and so on. Main concern here is to draw a more 

accurate and efficient solution to this problem. It is desired that one could query the 

unbounded data means there is no limitation on the range of data . There are mainly 

two types of queries, one that solves bounded box problem that involves limited data 

and other are unbounded box or open box which queries wide range of data. 

So as this algorithm will find the nearest location there will no limitation like one can 

find it in the range of 10 km only or anything like that. Anyone would be able to find 

the nearest location over a whole country or more than that. So we here provide the 

solution for that problem using Mapreduce. In MapReduce execution takes place in 

parallel, so also it will take less in executing the large database. Mapreduce is mainly 

useful in those cases where large amount of data is involved, so it well suits our work.  

Many methods are already there to find nearest location, but somewhere all of them 

have few or more flaws which are not well suited for our application. These various 

drawbacks are defined as follows with respect to the existing methods. 

 

3.2 Gap analysis 

As various methods or algorithms to find the nearest neighbours have been seen. They 

all are good in particular situations but may fail or might be in efficient in other 

scenarios. 

So now we will have a look at the gaps between those methods one by one as 

compared to our proposed method. 

 Gaps in Zip code  

It was found that in zip code method if anyone want to find the nearest location with 

respect to his current location then it will show all the locations with zip code same as 

the our current location.  
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But this method may fail in a various scenarios. First of all it gives range of location 

not just one nearest location and it doesn’t give the accurate answer. It just considers 

the fact that locations in the same city or same zip code are mostly nearest to each 

other.  

Let us understand this fact of failure by taking an example. 

Let us say that user is standing at some location in the city which is at the corner of 

the city. And we want to find the nearest temples. 

Now this method will give all the temples those falls in the same city as they all have 

same zip code. But it is not the correct solution according to this scenario because we 

are standing at the corner of the city, so temple of other city might have been closer 

but it didn’t consider that fact. 

It can be understood through figures as: 

Figure 3.1 shows the current location which is depicted by encircled dot. And all other 

dots show the location of all other temples in the city and around that city. The shaded 

portion depicts the area of the city. Current location is just at the edge of city. 

 

 

Figure 3.1: Gaps in zip code method 

 

Figure 3.2 shows the location which was given as output of the query to find nearest 

temples. So it showed all the temples of the city instead of showing that temple 

pointed by arrow is more nearer. 
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Figure 3.2: Gap in zip code method 

 

 Gaps in Polygon method 

Polygon method considers the zip area of a city as a polygon, so it gives the output 

based on that area. So if one puts a query to find any location then it will reply based 

on the polygon in which our current location is. 

It doesn’t take any distance into consideration too. By default polygon is defined as 

the area of the city but one can also draw her own polygon of desired area. In this way 

one can be more precise if she keeps on decreasing the area of polygon. But there is 

no surety that she will get the nearest location. One may think that she can get the 

nearest location by continuously decreasing the area of polygon until she gets only 

one location and which is her nearest location. 

But this is not a practical approach to find the nearest location and doesn’t also work 

always. It is just practical to find a range of locations. One might have to draw large 

number of polygons with slighter difference between them in order to get desired 

result. And also this approach also gives the range of locations but not just one nearest 

location. 

Other than this one also needs a pre well defined map on which this method will be 

applied, just a database of locations wouldn’t solve the purpose. 

 Gaps in K-d trees 

K-d trees works on the points given in the 2D plane. First those points are converted 

into K-d tree and then that K-d tree is used to find the nearest neighbor of any point. 

K-d tree ensures a tree depth of log(n) to fasten the search.  
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But problem with k-d tree is that it cannot be used for search of our nearest location, 

because k-d tree works on points like points on 2D plane from which it calculates 

distance between them and so on. 

These points can be think of  as (longitude, latitude) of a location but these (longitude, 

latitude) points cannot be represented in a 2D plane because the distance between two 

particular longitudes doesn’t remain same throughout.  

    Figure 3.3: Longitude and latitudes of earth 

 

So we cannot apply this algorithm there. Moreover if we think to save the actual 

distances between every two places in the database, then it is not a practical approach 

because our database would be too big. 

 Gaps in Voronoi diagrams 

A Voronoi diagram is a way of dividing space into a number of regions. A set of 

points (called seeds, sites, or generators) is specified beforehand and for each seed 

there will be a corresponding region consisting of all points closer to that seed than to 

any other. The regions are called Voronoi cells. Those points can be any location in 

the city like theatres, pubs, schools, hotels etc. When one want to find the nearest 

location from any current location then it is seen that current location is falling under 

which region. Now the point of that region around which the region was drawn is 

chosen as the nearest location. 

Now the drawback in this method is that first of all it is not practical to draw a very 

big voronoi diagram like which is covering whole of the nation or large part of it. It 
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will be of no use in that case. It is only useful for smaller areas like for one city, or 

some more cities. But it cannot be drawn for unbounded data. 

Secondly there are so many categories of locations like schools, libraries, stadium, 

hotels, temples, lakes and so on. One might put a query to find anyone of that. In the 

case of voronoi diagrams it will be needed to draw a different voronoi diagrams for 

every different category because all the locations cannot be shown in one voronoi 

diagram. So if a voronoi diagram is drawn for any city, there would be so many 

voronoi diagrams for it, one for each category, and when one wants to find any 

nearest location, he will have to find voronoi diagram of that particular category. It 

would be so heavy on the database. 

So it can be seen that none of the methods have been implemented with MapReduce 

yet and moreover they are not solving the problem in any accurate way. So the 

proposed solution given will be much efficient with respect to time and accuracy both. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page | 32  
 

Chapter 4 

Implementation 

 

4.1 Overview 

The solution is provided to this problem using MapReduce. MapReduce executes in 

parallel, so our large data will be processed parallelly altogether. MapReduce needs 

two functions to be made namely Map and Reduce. 

So all the work is carried out in these two functions only. Map function will take the 

input in the form of <key, value> pair and provides a new <key ,value> pair as output. 

This output then goes to reducer which then processes this data and gives the output. 

 Here <key, value> pair will be <long :lat, type:place> 

 Long stands for longitude  

 Lat stands for latitude 

 Place stands for name of the location 

 Type stands for category of the place 

Now every location has its own unique (longitude, latitude) pair, so we will represent 

the location by its (longitude, latitude) pair in our implementation. 

Name of the places will be required at the time of displaying the names in the output. 

Type tells that what is the category of the that place like there can be so many 

categories school, library, hospital, pubs, colleges, temples, museums etc. So the 

category in which one is interested is put and the all the places belonging to that 

category are shown as the output in their increasing order of distance from the current 

location. Map and reduce functions are defined as. 
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4.2 Algorithms 

Algorithm 4.1 Mapper    

Procedure Map (input_lon, input_lat ,place_type) 

1. geocode ← encode(input_lon, input_lat) 

2. 𝐟𝐨𝐫 line in datafile 𝐝𝐨    

3.       // Remove leading and trailing whitespace 

4.    line ← line.strip() 

5.   // Split the line into words 

6.    data ← line.split(‘,’)    

7.       𝐢𝐟 len(data) = 4 𝐭𝐡𝐞𝐧 

8.      lat ← float(data[0].strip()) 

9.      lon ← float(data[1].strip()) 

10.      geo ← encode(lat,lon) 

11.       length_code ← len(geo)  

12.      count ← 0 

13.        𝐟𝐨𝐫 long in xrange (0,length_code) 𝐝𝐨 

14.                               𝐢𝐟 geocode.startwith (geo[0:length_code - count]) 𝐭𝐡𝐞𝐧 

15.       break 

16.       𝐞𝐥𝐬𝐞  

17.        count ← count+1     

𝐎𝐮𝐭𝐩𝐮𝐭  Length of prefix matched, Place type, Place name 

 

Here first of all, the map function will receive the <key, value> pairs in the form of 

<longitude:latitude, type:place> 

Longitude and latitude are given in the decimal format. Now these (longitude, 

latitude) combinations are converted into the binary format using the Geohash 

function. In geohashing by interleaving latitude and longitude information in a bitwise 

fashion, a composite value is generated that provides a high resolution geographic 

point, and is well suited for storage or transmission as a character string. Geohash also 

has the property that as the number of digits decreases (from the right), accuracy 

degrades.  This property can be used to do unbounding box searches, as points near to 

one another will share similar Geohash prefixes. 
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However, because a given point may appear at the edge of a given Geohash 

unbounding box, it is necessary to generate a list of Geohash values in order to 

perform a true proximity search around a point.  Because the Geohash algorithm uses 

a base-32 numbering system, it is possible to derive the Geohash values surrounding 

any other given Geohash value using a simple lookup table. That is why geohashing 

helps to make the search for nearest location easy. 

There two functions in geohashing namely encoding and decoding. Encoding converts 

the (longitude , latitude) pair into binary numbers which is represented in base-32 

format and other one is decoding which converts the base-32 format again into the 

combination of (longitude, latitude). 

Now the longitude and latitude of the current location is taken from where nearest 

location has to be found. After receiving that (longitude, latitude), this combination is 

converted convert into bitwise fashion using the encode function and save it in 

variable geocode. Now the geohash location index of the current location has been 

got. Specifically, each of Geohash pair can be created by the mappers in parallel. Now 

the same is done for all the locations that are there in the database so that they all can 

be compared the current location. Various categories of locations have been included 

which can be the point of interest .Various categories which have been used in the 

implementation are 

 ATM 

 Bar 

 Bus station 

 Café 

 Fuel 

 Library 

 Pub  

 Restaurant 
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Separate file for each category has been saved. So the mapping function takes the 

input from sys.stdin where stdin stands for standard input. Inputs are saved in the 

format: Longitude, latitude, place_type ,place_name. 

So there are total 4 entries in every line each for longitude , latitude , place type and 

place name. Now we take these lines one by one. Line.strip() function is used for that.  

Now those 4 entries in each line are splitted which are separated by “,”. After that the 

length of the array “data” is counted in which all the entries of a line had been saved. 

Only those lines are considered which have 4 complete entries. Some of the lines 

might be incomplete and don’t contain the full information, so we will skip these type 

of lines .After that the longitude and latitude of each line will be saved in “lon” and 

“lat” respectively from array elements data[0] and data[1].   

Then a variable “count” initialized to 0 will be taken, then will do prefix matching of 

each line with our input value. It will be seen that up to what prefix length our values 

match. If prefix matches to the full length then it means that a very high precision has 

been got and one is standing almost near to the destination location for which he is 

searching. 

Now at the end of map function prefix matched value is got with every entry in the 

database. So the map function will out put the values in the form of: Length of Prefix 

matched, place_type, place_name 

Longitude, latitude or geohash code is no longer needed because all the sufficient 

information needed to display the names of nearest locations is already there. So the 

information about the places that which places are near and which are far is got based 

on the matched prefix. So based on that information name and type of the place will 

be displayed. 

So the map function will provide output as (prefix_matched, place_type, 

place_name). And this output will be given as input to the Reducer. 
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Algorithm 4.2 Reducer 

Procedure Reduce(prefix_length, place_type, place_name) 

1. type ← place_type 

2. 𝐟𝐨𝐫 line in datafile 𝐝𝐨 

3. // Remove leading and trailing white spaces 

4.    line ← line.strip() 

5.    data ← line.split() 

6.    𝐢𝐟 type = “all” 𝐭𝐡𝐞𝐧 

7.     Display all the place names in the order from nearest to far   

8.       𝐞𝐥𝐬𝐞 𝐢𝐟 type = data[1].split(‘:’) 𝐭𝐡𝐞𝐧 

9.     Display all the place names of the specified type in the order from               

                  nearest to far   

 

The reduce function will accept prefix_length , place type and place name as the 

input. It no longer requires the the geohash code because only names will be needed 

now to display them. Mainly filtering is being done in the reduce function. When the 

output of the map function is provided as input to the reduce then before that all the 

<key,value> pairs are sorted automatically by the hadoop. No separate sorting is 

required to be done in the map function. 

Entries corresponding to every to every category are passed to the reduce function. 

Now the reduce function will match the type of these entries one by one with the type 

provided by the user. If the type of the entry will match to the type provided by the 

user then it will be displayed. User can be interested in any location of his choice, like 

may be interested in finding the nearest restaurants where she want to go or she might 

be interested in finding temples. So reduce function will filter that based upon that. 

The data is already is sorted order because hadoop did it itself. They are sorted in the 

order of their length of prefix matched. So the entry whose length of prefix match is 

longest means it is nearest to the current location where user is standing.  
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Algorithm 4.3 Geohashing 

Procedure Geohashing(longitude , latitude) 

1. First of all the world is divided into two halves. The first half is given value 0 and    

     the another half is given the value 1. The division is done with a vertical line. 

2.  Each division is again divided into 2 parts . Division is done with a horizontal line. 

     Each divided portion is again assigned the numbers 0 and 1. “0” is assigned to the  

     one half and “1” is assigned to the another half. 

3.  This is done until a very long series of bits is obtained. 

4.  This bitwise series is converted into the base-32 format.  

5.  In whichever region the location is falling, the code of that region is the geohash  

     code of the location. 

 

 Geocode has a feature that as the number of bits decreases, the precision to find the 

location of a place also decreases .Due to this property of the geocode, this geocode 

can be used for doing nearest location searches. Geocode helps in giving the nearest 

locations as the location which will be near will have similar geohash prefixes. If the 

prefix is matched to another prefix for complete length, it means they are at same 

location or very near to each other. Therefore this geocode is compared with the 

geocode of all other places whose record is there. It will tell that which is nearest 

among all those places. Geohash algorithm uses a base-32 numbering system. 

 

4.3 Explanation with Example  

There is any place in india whose longitude and latitude is given as <38.897, -77>. 

Now this <longitude ,latitude> combination is encoded into a single entry called the 

geohash code. And the geohash code that came is: dqcjqcp84c6e 

It will be matched with every entry in the datafile which are also present in the 

geohashed form in the datafile. Let the various geohashed entries in the datafile be. 

dqcjqcp72c5d 

dqcp5aq62d5c 

dqcjeqc90q9r 

dqcpeqc91q92 
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dqcjecc8qq9r 

dqcjeqc90q9r 

dqcgqcg89c6e 

dqcjqcp84c6e 

dpdkqcd39d2e 

These entries will be compared one by one with “dqcjqcp84c6e”. First of all it will be 

tried that whether all its number matches with any entry, in that case it will be very 

nearest to that place. 

But as it not so, therefore the last bit of this code is truncated and becomes 

“dqcjqcp84c6”. Now it is again compared with the entries to see whether this prefix 

match with prefix of any other entry, but it is not again so. 

Now the code is again truncated and becomes “dqcjqcp84c” and again matched to 

see whether this prefix matches with any prefix of the entries. So this truncation 

process keeps on going until a match is found. 

Like here when it will be truncated up to “dqcjqcp”, then it will match with the 

location “dqcjqcp72c5d”. 

So it is the nearest location which was being searched. And it is the only most nearest 

location to the specified location. In some cases there can be more than one nearest 

locations like when two entries whose prefix get matched with the specified prefix. 

But in this case we got only one nearest location. 

 

 

 

 

 

 

 

 



Page | 39  
 

4.4 Flowcharts 

4.4.1 Flowchart of Mapper 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1: mapping task 

 

The flow diagram shows the functioning of a mapper in a simple way. 

 First of all mapper receives the input in the form of longitude and latitude of the 

place from the nearest location has to be found. 

 The mapper will encode this longitude latitude pair into a geohash code .the 

geohash code is in bitwise fashion but is represented in base-32 format. 

 Now the mapper compares this input geohash code with every other geohash code 

present in the datafile. 

 In the process of comparison to every entry in the datafile, it gets the length of 

prefix matched to every entry. 

 Mapper then passes this length of prefix matched, type of place that is needed to 

be searched upon and place names to the reducer. 

 

Encode the input 

into bitwise fashion 

Compare it  with every 

entry in the datafile  

Obtain the length of 

the prefix matched 

Longitude and 

latitude 

Length of prefix matched, 

place_type, place_name 
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4.4.2 Flowchart of Reducer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                             Figure 4.2: Reducing task 

 

Functioning of reducer is defined as 

 Length of prefix matched of each entry in the datafile, type of place entered by the 

user and name of places which were given as output by the mapper are received as 

input by the reducer. 

 Reducer has now to do the filtering. For this it will compare the each incoming 

entry with the type of the place entered by the user so as to keep only those entries 

in which user is interested. 

 Now that only those entries in which user is interested have remained, mapper will 

sort them in decreasing order of their length of prefix matched. 

 In the end the names of all these places is got as the output. The output is get in 

the form of a list in which top most entry depicts the nearest place and bottom one 

depicts the farthest. 

 

Length of prefix matched, 

place_type, place_name 

 

Compare each entry with place_type 

provided by user 

Keep those that matched the 

place_type 

Sort these in the decreasing  order of 

their  length of matched prefixes 

Names of the 

places 
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     Chapter 5 

Results and Analysis  

      

 

 

 

 

Figure 5.1: Configuration of hadoop  

 

Figure 5.1 shows the pre map reduce processing. HDFS is used for the 

implementation of map reduce .So once the hadoop is installed, it is started by using 

the command “start-all.sh”. After this command hadoop is started on the linux. This 

is confirmed by using command “jps”. This command shows that whether all the 

nodes are up and working. So here it shows all the nodes to be working. 
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Figure 5.2: Categories of input files 

 

Figure 5.2 shows various categories of the locations that are being used here. One of 

these categories is needed to provide as a input further in order to find the nearest 

location of this category. There is a separate file created for every category. Every 

respective file contains the information about all the locations that are of this 

category. So more and more categories can be added further without tempering the 

old ones. Initially the files were present in the osm format. The osm format was 

converted in to json format and further this json format is converted in txt format and 

all the data is taken from txt format as it would be easy to read the data from this 

format.  
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 Figure 5.3: Input file 

 

Figure 5.3 shows the input file where all the data is saved which is used by the 

mapper. There has been separate datafile made for every category of place. This 

figure shows the datafile of category “fuel”. All the locations included in this file are 

of type fuel. Each line shows a different entry. First of all it shows longitude and 

latitude of a location.  After that type of location is given, like here type of every 

location is fuel only. After that name of the location is given, every location has a 

different name. These are the longitudes and latitudes which are taken by mapper and 

are converted into the respective geohash code. Type is used because user has to give 

“type” of place he want to search for the nearest. Names are used to display as the 

time of output. 
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Figure 5.4: Interface to find nearest location 

 

Figure 5.4 shows the interface to the implementation. There are four columns in 

which options have to be provided by the user. The first column is for latitude which 

the user will put and second column is for longitude put by the user. These latitude 

and longitude are of the locations from where the user wants to find the nearest 

location of his choice. Third column is for type f the location. This depicts the type of 

place which the user wants to find nearest to him. Like if he want to find the nearest 

libraries, then he will put the libraries. He can put any type of location whose files are 

included are included as datafiles.  And finally there is fourth column which in which 

user has to put the name of directory in which he wants his output file to be generated. 

Column one and two are used by the mapper because geohash code is made using 

these and column two is used by the reducer which does the filtering based on type of 

place. 
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Figure 5.5: Initial stage of mapping and reduction 

 

Figure 5.5 shows the first phase when MapReduce job has started. In the starting both 

mapping and reduction are 0 percent. It can be seen that they both start 

simultaneously the data which has been mapped by the mapper, reducer starts to 

reduce it simultaneously. It means the input values which have been converted by 

mapper in to the corresponding geohash code are accepted by the reducer 

simultaneously.  
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Figure 5.6: Middle stage of mapping and reduction 

 

Figure 5.6 shows that mapping has been completed to 100 percent and reduction is 

still going on and has been completed up to 32 percent. It means all the input entries 

have been converted to the corresponding geohash code. And reducer has started to 

filter them now. Reducer will output only those locations whose type matched the 

type defined by the user. 
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Figure 5.7: Final stage of mapping and reduction 

 

Figure 5.7 shows the final phase of the MapReduce job. Both the Map and reduce 

jobs have been completed, there showing to be 100 percent completed. And the output 

file has been generated in the directory which was specified.  
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Figure 5.8: Output 

 

Figure 5.8 shows the output file. In the output file, names of all the libraries have been 

displayed. They are displayed in the order of length of prefix matched. It means the 

name at the top is nearest to the location that was entered and name at the bottom is 

farthest from the entered location. Only libraries have been displayed here. So they 

are in the order of increasing farness. 
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  Chapter 6 

Conclusion and Future Scope 

 

6.1 Conclusion 

The amount of geospatial data is rapidly growing. With the advancement in web 

technology and availability of spatial data infrastructure, the demand for accessing 

geospatial information over web has increased significantly. Geospatial queries play 

an important role in a wide variety of applications such as decision support systems, 

profile-based marketing, bioinformatics and GIS. A lot of frameworks and techniques 

are there to handle geospatial queries. In this thesis a method to tackle nearest location 

problem has been derived. There are already existing methods to find the nearest 

neighbor but they were somehow not so accurate and efficient according to this 

problem. So a more refined method has been presented which uses longitude and 

latitude of the locations.  

The size of the data in this becomes too big. It would be inefficient to access that data 

sequentially. So the MapReduce has been used to execute the data parallelly. It 

improves the solution in terms of time complexity to a great extend because the data 

is being processed parallel. A variety of geospatial queries can be efficiently modeled 

using MapReduce. MapReduce is a programming model that lets developers focus on 

the writing code that processes their data without having to worry about the details of 

parallel execution. A MapReduce job usually splits the input data-set into independent 

chunks which are processed by the map tasks in a completely parallel manner. The 

framework sorts the outputs of the maps, which are then input to the reduce tasks. 

There MapReduce is very well suited for the Geospatial queries. 

 

6.2 Future Scope 

Geospatial queries play an important role in modern day where geospatial data is 

growing rapidly. And finding the nearest location is one of the most important 

geospatial query. Finding the nearest location helps in decision making for various 

organizations. Like a telecom industry may be interested in finding some nearest 

location where it can implant its towers and by many other companies in some way. It 

can be helpful and used in day to day life like when anyone has to find any nearest 
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location around him which he wants to visit or want to have knowledge about. It 

would interesting to see if Nearest location method is be fused with any other method 

to help in better way for decision making. Then the tradeoff would be done between 

distance and other factor that would be fused. It would be of great help for various 

organizations. Like for a telecom industry if it wants find the nearest location around 

it where it can start its service but at same time has adequate population and similarly 

for other organisations. 
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